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Generative Models for 
Real-World Drug Discovery

→ biology as a data modality for 
generative modeling

→ evaluations/tasks anchored 
around drug discovery for 
protein design
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A simplified look at modern drug discovery…
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A simplified look at modern drug discovery…



(disease identification)

(target identification) 

(lead identification)

(lead optimization)

(clinical trials / FDA approval)

(treatment becomes available!)

~8-15 
years!

Drug discovery is time-consuming
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(target identification) 

(lead identification)

(lead optimization)

(clinical trials / FDA approval)

(treatment becomes available!)

Accelerating protein design with AI?

🧠🤖
?

proteins!
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Accelerating protein design with AI?

𝛉

Desired attributes
(ex. “heme binding”)

protein / molecule!

��



The potential of deep learning for protein structure 
prediction



The potential of deep learning for protein structure 
generation



What else might we need for drug discovery?

Immunogenicity
& antigen expression

→ can we achieve organism 
specificity?

Control
→ how can we specify 

complex and multi-objective 
constraints?

Co-generation
→ can we simultaneously 
generate sequence and 

structure?

Deployment
→ can we speed up inference 
to improve “shots on goal”?

Biosecurity
→ how should we measure 

and prevent the potential for 
dual use?

Data curation
→ how should we collect data 

for model (pre)training in 
costly acquisition regimes?

other PhD works

this talk
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Immunogenicity
→ can we achieve organism 

specificity?

Control
→ how can we specify 

complex functions and 
constraints?

Co-generation
→ can we simultaneously 
generate sequence and 

structure?

Compressed protein 
representations
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(in submission)
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What else might we need for drug discovery?

Dense passage 
retrieval for 

homology search
(Boger et al., 2023)

Guided diffusion 
with differentiable 

biophysical energies
(unpublished)

Effect of training 
data compositions 

on protein language 
model likelihoods
(Gordon et al., 2024)

Evo2 biosecurity 
and inference 
optimization

(Brixi et al., 2025)

Model-based 
optimization for 

protein engineering
(Kolli et al., 2022)

other PhD research: deployment & model understanding

Compressed protein 
representations

(Cell Patterns, to appear)

Latent diffusion for all-atom 
generation
(in submission)

Biological data selection from 
an information theoretic 

perspective
(in progress)
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What exactly is a protein?

Image source: AlphaFold1 blog post

“text”
1D string

“image/video”
3D positions

https://deepmind.google/discover/blog/alphafold-using-ai-for-scientific-discovery-2020/


Backbone structure vs. all-atom structure

(order of t-shirts => protein sequence)

GBYR…



The co-generation problem

sidechains are crucial for mediating function!



Sidechain atoms generation require knowing the sequence



All-atom design as a multimodal generation problem



p(structure | sequence) p(sequence)

e.g. ProteinMPNN

e.g. ESMFold

sample 
from

sample 
from

p(sequence | structure) p(structure)

p(sequence, structure) sample 
from

Goal:

All-atom design as a multimodal generation problem



Motivation: Can we repurpose priors from pretrained 
models?

RT-2: Vision-Language-Action Models Transfer Web Knowledge to 
Robotic Control

Vision-language models trained 
on internet-scale datasets 
capture useful priors for 
decision making tasks.

Can we apply this to biology?

https://robotics-transformer2.github.io/
https://robotics-transformer2.github.io/


Can we sample all-atom structure from the 
joint distribution p(sequence, structure) 
and use priors from pretrained protein 

folding models?
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The base components: protein folding model architectures

AlphaFold2: 

Uses an explicit 
retrieval step

ESMFold: 

Replaces retrieval 
step with a language 
model

harness additional 
sequence-based priors

learn structural features 
from sequence latents

generate structures



→ Sequence 
representation 
contains all 
information 
about the 
structure!

harness additional 
sequence-based priors

learn structural features 
from sequence latents

generate structures

Observation: at 
inference, the 
pairwise input is 
initialized as zeros…



→ Sequence 
representation 
contains all 
information about 
the structure!

Observation: at 
inference, the 
pairwise input is 
initialized as zeros…

Generating this 
embedding would only 
require the sequence 
during training (!)



Sequence data is cheaper to collect than structure

Source: https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data



Sequence data is more abundant than structure



→ ~33% of the eukaryotic 
proteome is disordered!

Sequence data has different coverage than structure

can we use sequence to 
define the data distribution?



PLAID v0.5: Training a latent diffusion model



PLAID v0.5: Inference-time all-atom generation



What’s preventing the 
model from learning?

PLAID v0.5: Generating Protein Sequence and Structure Without Structural Training Data
Amy X. Lu, Kevin K. Yang, Pieter Abbeel
ICML 2024 Workshop on Machine Learning for Life and Material Sciences

PLAID v0.5: Early attempts
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Issues and hypotheses
● Latent space requires regularization

Rombach et al. High-Resolution Image Synthesis with Latent 
Diffusion Models, CVPR 2022

https://arxiv.org/pdf/2112.10752
https://arxiv.org/pdf/2112.10752
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Issues and hypotheses
● Latent space requires regularization
● Overcome O(L2) memory constraints 

and increase protein length to 512
● Large latent space corresponds to 

high-resolution image generation
○ Rombach et al. latent space:

HxWx4 = 64 x 64 x 4
○ Ours:

Lx1024 = 512 x 1024



ESMFold latent space exhibits pathologically large values

Magnitude

Channel 
dimension

Latent space will require 
regularization for diffusion to work.



ESMFold ESM2 latent space exhibits pathologically large 
values Top 3 largest 

activation 
values per layer

Median 
activation 

value

ESM2 layers



What if we just remove these wacky channels?



What if we just remove these wacky channels?



Addressing the hypotheses: embedding compression

Can we also reduce the 
protein length?

Since not all channels are 
necessary, can we 

compress the embedding?



An autoencoder for protein embedding compression

Simple fix for massive 
activations:

standardize each 
channel independently.



Turns out the latent space is highly compressible!
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What about function information?

Performance degradation with 
compression is more gradual…

…for some functions.



What about function information?

Performance degradation with 
compression is more gradual…

…for some functions.



Intuition: what is the speed of this motorcycle?

→ BMW S1000RR: 188 mph



Intuition: what is the speed of this motorcycle?

…what level of compression is optimal?

Motivation PLAID v0.5 CHEAP PLAID results Future Directions

what constitutes semantic vs. perceptual 
compression for proteins? what level of 
detail do we need for drug discovery?
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Training the PLAID latent diffusion model…

Dimensions:
L x 1024



compress from 512x1024 -> 256x32

…but add embedding compression with CHEAP



Adding compositional function + taxonomic conditioning

Sequence databases have more sample-annotation pairs! 



Adding compositional function + taxonomic conditioning

Sequence databases have more sample-annotation pairs! 

● towards text-controllable interface
○ → complex controllability for 

drug discovery
● towards organism-specific 

conditioning
○ → towards controlling 

expression & humanization



PLAID unconditionally generates diverse all-atom 
structures



PLAID unconditionally generates diverse, high-quality folds



Function-prompted generations learn active site sidechains

PLAID not only learns that 
cysteines coordinate the 

iron ion, but also the 
sidechain positioning…



Function-prompted generations learn active site sidechains

PLAID not only learns that 
cysteines coordinate the 

iron ion, but also the 
sidechain positioning…



Function-prompted generations learn active site sidechains

…despite these key 
residues not being 

adjacent in the 
sequence.



Transmembrane proteins exhibit expected hydrophobicity 
patterns

Hydrophobic residues 
are found at the core, 

as expected.
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From proof-of-concept to deployment in AI for drug 
discovery

● Is the data learning a 
“biological world model”, or 
artifacts of the training data?

Length determines overconfident predictions, 
but we often use pLDDT for generative model 

evaluation.



From proof-of-concept to deployment in AI for drug 
discovery

● Is the data learning a 
“biological world model”, or 
artifacts of the training data?



…

From proof-of-concept to deployment in AI for drug 
discovery



Medium-term directions…

Latent diffusion for drug 
design

● Leveraging “fuzziness” in # of atoms 
and binding position

● Alleviating computational challenges for 
large complexes with compression

● Semantic control in latent space

Diffusion self-guidance for controllable image generation.
Epstein et al., 2023



Medium-term directions…

Multimodal biophysical 
reasoning / chain-of-thought 

“scratchpad”

● Use text-to-image style conditioning with full 
textual abstracts with PLAID
○ Self-improving annotations by 

re-captioning generated proteins?
● Language as a means for reasoning through 

structural “correctness”
● Joint tokenization of language, structure, and 

sequence, and use chain-of-thought / 
in-context learning?

Example of how biochemical implausibilities can 
be reasoned through language.
Image source: PoseBusters documentation



Long term goals…

● How can we move to a 
“target-agnostic” 
paradigm in drug 
discovery using advances 
in task-agnostic AI 
systems?
○ AI for biology as reasoning 

about the molecular-level 
world

● How can we extrapolate 
/ “reason” beyond 
human intelligence?
○ How does data 

availability & simulation 
fidelity affect how this is 
done?

● How can we work 
with rather than 
against Moravec’s 
Paradox, using 
scientific 
applications as a 
testbed?
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Linear interpolation in the latent space



Linear interpolation in the latent space

Protein language model latent spaces are less rugged than true fitness landscapes!



Noising the original latent space does not affect the structure…



…noising the compressed latent space does map to corrupted 
structures



…noising the compressed latent space does map to corrupted 
structures



Observation: at inference, 
the pairwise input is 
initialized as zeros…



Motivation PLAID v0.5 CHEAP PLAID results Future Directions

ESMFold ESM2 Large transformers latent space exhibits 
pathologically large values

→ a pervasive issue across LLMs, ViTs, etc.



All-atom structural tokenizer, obtained from sequence 
alone



PLAID unconditionally generates diverse, high-quality folds

baselines

teal: quality (↓)
(ccRMSD between generated structure and 
predicted structure of generated sequence)

purple: diversity (↑)
(# of foldseek clusters /

# of samples)



PLAID unconditionally generates diverse, high-quality folds

baselines

PLAID better 
balances 

diversity and 
quality, 

especially at 
longer sequence 

lengths.



From proof-of-concept to deployment in AI for drug 
discovery



Transmembrane proteins exhibit expected numbers of 
helices

GPCRs have the expected 7-transmembrane 
topology, both when analyzing the sequence 

and structure.


